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This paper describes the “entity-property-relationship” approach to science and statistics at a
level suitable for studentsin an introductory statistics course.
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1. INTRODUCTION
This paper discusses the vital role of the field of sta-
tistics in scientific research. Discussion is in terms of the
“entity-property-relationship” approach (Macnaughton
1996a). Many students enjoy learning about the approach
because it is complete, yet easy to understand.

2. ENTITIES

If you stop and observe your train of thought at this
moment, you will probably agree that you think about
various “things’. For example, during the course of a
minute or so you might think about, among other things, a
friend, an appointment, today’s weather, and an idea.
Each of these things is an example of an entity.

Many different types of entities exist. For example,
the following diverse types of “things’ are simply differ-
ent types of entities:

- physical objects (e.g., mountains, automobiles, protons)
« processes (e.g., chemical reactions, stage plays)
organisms (e.g., people, trees)

- events

thoughts (e.g., theories, concepts, ideas, emotions)
societal entities (e.g., educational, political, and com-
mercial institutions)

symbols

forces (e.g., force needed to lift a physical object, mag-
netic forces)

waves (e.g., water waves, sound waves, electromagnetic
waves)

mathematical entities (e.g., numbers, sets, elements of
sets, functions, vectors).

Entities are fundamental units of human reality because
everything in human reality is an entity.

Entities play a central role in language: a fundamen-
tal part of speech—the noun—is used solely to represent
entities.

People usualy view entities as existing in two differ-
ent places. in the external world and in their minds. We
use the entities in our minds mainly to stand for entitiesin
the external world, much as we use a map to stand for its
territory.

Most people begin to use the concept of entity when
they are very young. Most of us use the concept auto-
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matically as a way of organizing the multitude of stimuli
that enter our minds minute by minute when we are
awake.

Because people use the concept of entity aimost en-
tirely at a subconscious level, some people have difficulty
grasping the fundamental role that the concept plays in
their thought.

The concept of entity is further concealed because it
is not often directly discussed in science or statistics. Di-
rect discussion is usually omitted because, in dealing with
specific issues, it is not often necessary to drill down all
the way to the foundational concept and discuss “things’
at such abasic level. Instead, discussions usually concern
one or more particular types of entities, which are best re-
ferred to by their type names. For example, medical sci-
entists often study a type of entity called human beings.
However, as we shall see, the concept of entity serves as
the foundation for other important scientific and statistical
concepts, and therefore it is helpful to make the concept
explicit.

At those times when entities are discussed in genera
terms in science or statistics, they may aso be called
cases, items, individuals, instances, specimens, subjects,
(experimental) units, survey units, or members of the
population.

3. PROPERTIES OF ENTITIES

Every entity has associated with it a set of attributes
or properties. Table 1 lists some entity types and some of
the properties associated with entities of each type.

Properties are an important aspect of entities because
we can only know or experience an entity by (in a broad
sense) knowing or experiencing its properties. For exam-
ple, if we experience a new drinking cup, we experience it
through its properties of weight, color, shape, and volume.

The broadness of the concept of a property is re-
flected in the number of different names by which the
concept is known. That is, properties are sometimes
called aspects, attributes, characteristics, characters,
factors, features, qualities, quantities, scalars, and traits.

In science, properties of entities are often called vari-
ables. That is, when scientists or statisticians refer to a
variable, they are usualy referring (either specifically or
generally) to some property of some type of entity.

Kendall, Stuart, and Ord (1987, sec. 1.1-1.3) further
discuss the central role that the concept of a property of an
entity playsin the field of statistics.

4. VALUES OF PROPERTIESOF ENTITIES

For any particular entity, each of its properties has a
value. We usually report the value of a property with
words, with symbols, or with numbers. For example, ta-
ble 2 lists some of the properties and the associated values
for the entity known as the United Nations Building in
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Table 1. Some Entity Types with Examples of
Some of Their Properties

Table 2. Properties of the United Nations Building
and Their Associated Values

Entity Type Properties of Entities of this Type
physical objects weight

chemical composition

age
human beings height

blood type

intelligence quotient
political affiliation
whether presently alive

forces magnitude
direction

locus of application

national economies gross national product
cost of living
rate of inflation

events probability of occurrence
whether occurred
duration

populations size

proportion of the population
having a specified level of a
property

works of art beauty

New York City.

In everyday language, people use adjectives and
adverbs to report the values of properties. For example, a
person might use the adjective tall to report (the value of)
the height (property) of a building or the adverb quickly to
report (the value of) the speed (property) of (the process
of ) someone running in arace.

Adjectives and adverbs are useful for reporting the
values of properties because they are compact—within a
single word we can both identify the property of interest
and indicate a particular value of it. However, adjectives
and adverbs are usually imprecise. (How tall istall?) If
we need higher precision in the report of the value of a
property, we can use numbers because numbers can repre-
sent any degree of precision we wish.

If we need to know the value of a property of an en-
tity, we can apply an appropriate measuring instrument to
the entity. If the instrument is measuring properly, it will
return a measurement to us that is an estimate of the value
of the property in the entity at the time of the measure-
ment. For example, if we need to know the (value of the)
height (property) of a person, we can apply a height-

Property Value of the Property

height tall (i.e., the word tall)

height in meters 165.8

primary building materials  concrete, glass, steel

measuring instrument (e.g., a tape measure) to the person,
and the instrument will give us a number that is an esti-
mate of the person’s height.

Most people make and consider many references to
values of properties of entities every day. We usually
handle these references automatically, without being
aware that we are using the general concept of the value
of a property of an entity. Thus the concept of the value
of a property of an entity is a fundamental concept of hu-
man thought.

To most people, the concept of the value of a property
of an entity is intuitive. However, it is helpful make the
concept explicit in an introductory statistics course be-
cause explicit discussion helpsto clarify the key follow-on
concept of arelationship between properties.

5. EXERCISES

1. Name five important types of entities in your favorite
area of science, commerce, politics, recreation, law,
technology, religion, art, or other field of interest.
Name three properties of each type of entity. Describe
briefly how each property can be measured.

2. In physics, an important type of entity is the entity
physical object. Most of us believe that physical ob-
jects visible to the naked eye are made up of small sub-
entities called molecules (which are also physical ob-
jects). These, in turn, are made up of sub-sub-entities
and so on. Name some sub-entities of the five types of
entities you named in exercise 1. Name some sub-sub-
entities and so on as far as you can go. Name some
properties of each type of sub-entity.

3. Obtain a rectangular piece of paper and a ruler. One
property of the piece of paper is its length along each
of its four edges. Choose one of the edges and measure
the length with the ruler as accurately as you can.
Measure the length along the same edge two more
times to give you, altogether, three estimates of the
length of the paper. How accurate are your estimates?

4. Do all measured values contain errors (large or small)
or do some measuring instruments make “perfect”
measurements? What would it mean to make a perfect
measurement of the value of a property?
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5. Some properties of entities can be measured in more
than one way. For example, the temperature of an en-
vironment can be measured with a mercury thermome-
ter, an alcohol thermometer, a bimetal thermometer, a
thermocouple thermometer, an optical pyrometer, and
with the volume of a fixed mass of gas maintained at a
constant pressure. Name some other properties of en-
tities that can be measured in more than one way and
list each way you know of measuring these properties.

6. Name some highly accurate measures of properties of
entities. Name some relatively inaccurate measures
that are used to measure properties of entities.

7. List some ways that errors in measurement of the val-
ues of properties of entities can occur.

6. A GOAL OF SCIENCE:
TO PREDICT AND CONTROL THE VALUES OF
PROPERTIES

An important goal of science is to discover how to
accurately predict and control the values of properties of
entities. In other words, the goal is to predict and control
the values of variables in entities. For example, a goal of
medical science is to discover how to accurately predict
and control the state of the human body, where the state is
reflected by various medical properties or variables, such
as blood pressure, white blood count, and other indicators
of health or disease.

Society supports science in its search for the ability to
predict and control the values of properties because in-
stances of such ability often provide substantial socia or
commercial benefits. For example, if medical researchers
can discover how to better predict and control a person’s
propensity to heart attacks, the discovery will provide the
social benefit of saving lives.

We shall discuss the role of statistics in scientific re-
search in terms of the general scientific goal of accurate
prediction and control of the values of properties of enti-
ties.

7. RELATIONSHIPSBETWEEN PROPERTIES
(RELATIONSHIPS BETWEEN VARIABLES)
ASA KEY TO SCIENTIFIC PREDICTION
7.1 Science as the Study of Relationships Between

Properties

Given the goal of predicting and controlling the val-
ues of properties of entities, an obvious question is How
can we predict and control the values of properties? The
answer is by studying relationships between properties—
that is, by studying relationships between variables.

For example, medical scientists have discovered that
arelationship exists between the amount of fat ingested by
a person and the probability that a person will have a heart
attack. Roughly speaking, the more fat a person ingests,
the higher the probability that the person will have a heart

attack. This relationship helps doctors and patients to
predict and control heart attacks.

The concept of a relationship existing between prop-
erties of entities pervades all branches of science. One
way to see this pervasiveness is to examine the so-called
“laws’ of science. It turns out that we can view most of
these laws as statements of relationships (or occasionally
non-relationships) that exist between properties of entities.

For example, an important law of physical chemistry
istheideal gaslaw,

pV =nRT.

This law relates pressure (p), volume (V), amount (n),
and temperature (T) of a quantity of an ideal gas. (R is
the constant of proportionality.) Thislaw is a statement of
a relationship between properties. It tells us that, if we
know the values of any three of the properties for a quan-
tity of an ideal gas, we can correctly predict the value of
the fourth.

Similarly, Einstein’ s equation,

E=nmc?,

is a statement of a relationship between two properties of
a piece of matter: energy of mass (E) and mass (m).
(The ¢? can be viewed as the constant of proportionality,
which Einstein has shown to be equal to the square of the
speed of light.) If we know the mass of a piece of matter,
we can use Einstein’s equation to predict its energy of
mass, and vice versa.

Examination of different branches of science suggests
that many of the important statements within each branch
of science (whether physical, biological, or social) can be
viewed as statements of relationships between properties
of entities (relationships between variables).

The concept of a relationship existing between prop-
erties extends beyond science to many areas of life, rang-
ing from the simplest of aphorisms (e.g., haste makes
waste) to the most complex of abstract concepts.

Mathematical equations are fundamental statements
of mathematics. When scientists or mathematicians use a
mathematical equation to reflect a state of affairs in the
external world (as opposed to using an equation to make
an abstract mathematical statement), the equation can al-
most always be viewed as a statement of a relationship
between properties of one or more entities.

We can describe a relationship between properties or
variablesin general terms as follows:

A relationship exists in entities between a property y

and one or more other properties X,..., X, if any of

the following (equivalent) conditions are satisfied:

- the measured value of y in the entities “depends’

on the measured values of the xsin the entities or

- the measured value of y in the entities “varies’

wholly or partially “in step” with the measured val-
ues of the xsin the entities or

« y issome function of the xsin the entities—that is
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y= f(xi,xz,...,xp)+s
where f(s) is a mathematical function and € repre-
sents random variation.

In summary, we can study relationships between
properties in any of the multitude of different types of
entities in the world around us. And armed with know!-
edge of relationships between properties obtained from
such study, we can, with some accuracy, predict and
sometimes control the values of properties. This concep-
tually simple but surprisingly powerful procedure is cen-
tral to all branches of science.

7.2 Exercises

1. The numbered list below names fifteen pairs of prop-
erties of various types of entities. For each pair of
propertiesin the list, answer the following questions:

(8 What is the name of the type of entities under
consideration?

(b) Do you think a relationship exists between the two
propertiesin the entities?

(c) If you think a relationship exists, do you think the
relationship is strong, of medium strength, or
weak?

(d) If you know an equation that describes the rela
tionship, state the equation.

Fifteen Pairs Of Properties

i. theweight of acar and the gas mileage of a car

ii. the education of a person and the income of a per-
son

iii. the net amount of force applied to a physical ob-
ject and the rate of acceleration of an object

iv. the amount of a particular substance used in a
chemical reaction and the rate of an instance of
the reaction

v. the thickness of the insulation in the walls of a
building and the cost to heat a building

vi. the number of cigarettes smoked by a person in
the last two years and the probability that a person
will be diagnosed as having lung cancer in the
next four years

vii. the amount of a headache drug taken by a person
with a headache and the amount that a headache
changes in severity

viii. the concentration of alcohol in the bloodstream of
a person driving a car and the probability that a
person driving a car will be involved in an auto-
mobile accident

iX. the style of child-rearing used with a child and the
probability that a child will engage in crimina
activity in later life

X. the style of management of a business and the
volume of profit of a business

xi. the amount of money spent advertising a product

and the volume of sales of a product

xii. the failure rate of a product and the volume of
sales of a product

Xiii. the number of hours of homework completed by a
student during a course and the grade obtained by
astudent in a course

xiv. the identity of the jockey riding a racehorse in a
race and the probability that a horse will win a
race

Xv. aperson’'sastrological sign and traits of a person’s
personality.

2. For the entity types you listed in exercise 1 in section
5, list as many of the known relationships between
properties of the entities as you can. For each relation-
ship, state whether you think it is strong, of medium
strength, or weak.

3. Name some areas of science in which most of the
known relationships between properties are strong.
Name some areas in which most of the known relation-
ships are weak.

4. Suppose you are a horticulturist and you have a good
instrument for measuring soil moisture content and a
good instrument for measuring the healthiness of
plants. Discuss how you would determine the relation-
ship between soil moisture content and the healthiness
of some specific species of plant.

5. An advertisement for an exercise machine is headed
“No Pain, No Gain.” In which areas of life do you
think there is a relationship between pain and gain? In
which areas do you think there is none?

7.3 PropertiesasVariables

The preceding material emphasizes the concept of
property while alluding to the closely related concept of
variable. In the rest of this paper (except at the highest
level) we shall reverse the emphasis and discuss properties
and relationships between properties in terms of variables
and relationships between variables. The use of dual
terminology, although cumbersome, is necessary because
properties and variables both play important roles. Spe-
cifically, the concept of property is intuitive to most peo-
ple, and thus use of the concept helps people to understand
the ideas. On the other hand, the more technical concept
of variable is entrenched at a fundamental level through-
out science and statistics and is therefore mandatory for
discussion.

Some beginning students understand the concept of
property, but have trouble with the concept of variable.
These students may find it helpful to remember that the
variables discussed in science and statistics are simply
“instances’ of properties of entities, and that the value of
any variable represents the value of the property in the as-
sociated entity (usually at a particular time).

Barnett (1988) gives a general discussion of the con-



The Entity-Property-Relationship Approach to Satistics: An Introduction for Students 6.

cept of a relationship between variables. Macnaughton
(1996b) discusses the distinction between properties and
variables.

7.4 Population

After considering the key concept of a relationship
between variables, it is next useful to consider exactly
“where” scientists study such relationships.

Formally, scientists begin the study of a relationship
between variables by defining a group of similar entities
within which (or within whom) they wish to study the re-
lationship. Scientists call this group of entities the popu-
lation of interest. For maximum generality, scientists
usually define a population to be all the entities in the
world (or universe) of some particular type.

For example, medical scientists studying some par-
ticular disease are often interested in studying relation-
ships between variables in the population of all the people
in the world (ever) who have that disease. Similarly,
physical chemists studying the ideal gas law are interested
in studying relationships between certain variables in the
population of all the instances (ever) in which a gas is
held in a container.

Scientists are usually interested in studying relation-
ships between variables as these relationships exist in all
the entities in a population. Scientists seek relationships
in al the entities in a population (as opposed to seeking
relationships in individual entities, or in small groups of
entities) because reliable information about a relationship
between variables in all the entities in a population allows
us (i.e., society) to make predictions or exercise control
(with some accuracy) for any entity in the population.

7.5 Sample

Because populations are usually not fully accessible,
scientists usually cannot examine every entity in a popu-
lation for information about a sought-after relationship.
Instead, scientists examine a subset of the population,
which they call the sample.

For example, in a medical research project aimed at
studying a new treatment for cancer the sample might be a
group of patients in a particular hospital who have that
disease. Similarly, in aresearch project aimed at studying
the ideal gas law the sample might be several instances of
amounts of gases being held in containers in a laboratory
under various conditions of temperature, pressure, and
volume.

In scientific research we examine the entities in a
sample for evidence of arelationship between the relevant
variables. (Details of how to do the examination are given
below.) If reasonable evidence of a relationship is found
(and assuming certain pitfalls have been avoided), we can
then confidently generalize the relationship to all the enti-
ties in the population. Then we (as society) can (when

socially appropriate) use our knowledge of the relation-
ship to predict or perhaps control the values of certain of
the studied variables for any entity in the population.

7.6 Response Variablesand Predictor Variables

When studying a relationship between variables, a
scientist will often divide the variables that are measured
in aresearch project into two groups: response variable(s)
and predictor variable(s).

Response variables are the variables that the scientist
wishes to discover how to predict (or perhaps even con-
trol). Predictor variables are the variables that the scien-
tist will measure (or perhaps even control) in the entities
in the sample in an attempt to discover a relationship that
will then enable us to predict (control) the values of the
response variables in other entities in the population.

For example, when medical scientists study the rela-
tionship between “propensity to heart attacks’ and “fat
intake” in humans, they usually view “propensity to heart
attacks’ as the response variable, and they usually view
“fat intake” as the predictor variable. They view the two
variables this way because they usually wish to learn how
to predict (control) the propensity to heart attacks by
measuring (controlling) fat intake, not the other way
around.

Scientists often find it efficient to concentrate their
attention in a research project on learning how to predict
or control the values of a single variable in the population
of entities they are studying. Therefore, without loss of
relevant generality, we restrict discussion to research pro-
jects (or separate units of analysis in research projects)
that have only a single response variable.

On the other hand, our discussion will cover research
projects that may have any number (including zero) of
predictor variables.

The broadness of the concepts of response and predic-
tor variables is reflected in the number of different names
by which these concepts are known. That is, response
variables are sometimes called consequent variables, cri-
terion variables, dependent variables, effect variables, ob-
served variables, outcome variables, output variables,
predicted variables, and y -variables. Similarly, predictor
variables are sometimes called (with various shades of
meaning) active variables, antecedent variables, carrier
variables, carriers, cause variables, classification vari-
ables, concomitant variables, control variables, covari-
ables, covariates, explanatory variables, factors, grouping
variables, independent variables, input variables, manipu-
lated variables, predicated variables, predictors, regressor
variables, regressors, stimulus variables, stratification
variables, supplementary observed variables, treatment
variables, and x -variables.
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7.7 Exercise
1. For each pair of fifteen pairs of properties listed in ex-

ercise 1 in subsection 7.2, suppose you are planning a

research project to study the possible relationship be-

tween the two properties. For each pair of propertiesin
the list, answer the following questions:

(8) In aresearch project to study the relationship be-
tween the two properties, which of the two proper-
ties would normally be the response variable?

(b) What is the population?

(c) Using your intuition, what do you think would be a
reasonable number of entities to sample from the
population to allow study of the relationship be-
tween the two properties and to allow generaliza-
tion of any findings to all the entities in the popu-
lation? (Of course, you will wish to avoid using
“too many” entities in the sample because that will
unnecessarily increase the cost of the research
project.)

(d) Using your intuition, how would you go about
choosing the entities in the sample from all the
entities in the population in order to ensure good
generalizability (while, again, trying to keep down
the cost of the research project)?

7.8 Scientific Research Projects
The list in exercise 1 in subsection 7.2 names fifteen
possible relationships between properties. We can study
each of these possible relationships (and relationships
between any other pairs or larger sets of properties) in the
context of a scientific research project. Each research
project can be viewed in terms of
1. apopulation of entities
2. asample of entities that is selected from the population
3. one or more predictor variables that are measured or
controlled in each entity in the sample (or possibly are
measured or controlled in each entity’ s environment)

4. aresponse variable that is also measured in each entity
in the sample

5. (most importantly) a relationship in the entities in the
population between the response variable and the pre-
dictor variable(s) that is sought or studied in the re-
search project.

By considering a broad set of examples, one can see
that most scientific (i.e., empirical) research projects can
be usefully viewed as being studies of relationships be-
tween properties of entities (relationships between vari-
ables). That is, we can cast most scientific research pro-
jects in terms of the five points given in the preceding
paragraph. This approach provides a simple yet compre-
hensive model of most scientific research.

Learning to view most scientific research projects as
studying relationships between properties lays a broad and
deep foundation for discussion of the role of statistics in

scientific research, which we discuss below in sections 8
through 13.

7.9 Exercises
1. Consider a scientific research project with which you
are familiar.

(8) What isthe population of entities that was studied?

(b) How big was the sample, and how was the sample
selected from the population?

(c) What was the (main) response variable? What was
(were) the predictor variable(s)?

(d) Draw a graph that summarizes the (main) relation-
ship between variables sought or studied in the re-
search project.

NOTE: The following three exercises and some later ex-
ercises require the use of a statistical software package.
Y our instructor will introduce you to the computer system
and the statistical package you will use for these exercises.
2. An education researcher wished to know if it is possi-
ble to accurately predict a student’s grade in a course
from the number of hours of homework that the student
doesin the course. Therefore, the researcher measured

the number of hours of homework students did in a

particular course and the grades of the students in the

course for agroup of 30 students. Thisyielded table 3.

The researcher obtained the students for participation

in the research project by simply using all the students

in a particular university course that he was teaching.

(8 In this research project what is the population of
entities under consideration? Answer: Formally,
the population in a research project is al the enti-
ties that theoretically have a chance of being se-
lected for participation in the research project. In-
formally, the population is sometimes viewed as
being much broader than the formal population,
both in physical extent and in time. Generaliza-
tions to broader populations are sometimes reason-
able. However, to avoid later possible embarrass-
ment, generalizations to broader populations
should be done with care.

(b) What is the response variable in this research pro-
ject?

(c) Scanthedatain the table. From scanning the data,
do you think that there is a relationship between
the two variables? If so, describe the relationship.

(d) Enter the data in the table (all three columns) into
the computer and have the statistical package print
the data on the printer. Proofread the printout
against table 3 to verify that you have entered the
data correctly. When defining the data for the sta-
tistical package specify “long names’ for the pre-
dictor and response variables. Generally, variable
names should contain the name of the property that
was measured in the entities and (if applicable) the
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Table 3
Student Hours of Course
ID Homework Grade
Number Done Attained
1 46 66
2 1 60
3 18 46
4 15 59
5 101 81
6 116 80
7 67 68
8 71 66
9 54 67
10 79 67
11 14 57
12 41 70
13 83 68
14 59 67
15 58 65
16 34 69
17 48 61
18 129 82
19 98 80
20 10 64
21 56 63
22 132 88
23 22 51
24 66 77
25 83 75
26 58 61
27 1 57
28 17 63
29 110 79
30 43 70

units in which the property was measured. For ex-
ample, for the variable reflecting the amount of
homework done by students in an education re-
search project, you might use a short variable name
of “HMWORKHR” and a long name of
“Homework Done in Hours’. Save the table of
datain afile because you will need it again in later
exercises.

Use the statistical package's plotting procedure to
draw the scatterplot of the data, with the response
variable shown on the vertical axis. (It is a con-
vention that the response variable is shown on the
vertical axis of graphs and plots because this con-
vention helps viewers to quickly orient themselves
to the displays.) Have the statistical package show
the long variable names on the scatterplot since

full naming of the axes on a graph or plot makes it
easier to understand the display. Print a copy of
the scatterplot so that you will be able to study it
when you are away from the computer.

(f) Of course, each of the thirty points on the scatter-
plot represents one of the rows in the data table and
also represents one of the entities in the research
project. Draw small circles around the three points
on the scatterplot that represent the first three rows
in the table.

(g) Examine the scatterplot to see if any points on it
are well away from the main cloud(s) of points.
(Such points are called “outliers’.  Outliers may
indicate errors in measurement, errors in transcrip-
tion of the measurements, or unusual entities.) If
you find any outliers that reflect typing errors that
you have made, correct them and print the cor-
rected scatterplot.

(h) From looking at the scatterplot, do you think a re-
lationship exists in the population between the two
variables? If so, describe the relationship.

Note that usually the type of education research project
described in exercise 2 is done with at least one hun-
dred students (and perhaps with several thousand
students) and usually, to justify generalization, the stu-
dents are selected from more than a single course, and
perhaps from several different colleges or universities.

. In exercise 2 you considered the relationship between

the variables in the second and third columns in table
3. It is dso conceivable that there is a relationship
between the variables in the first and third columns of
thetable. That is, it is conceivable that there is arela-
tionship between the student ID numbers and the
grades of the students. However, although such arela-
tionship is conceivable, most education researchers
would be quite surprised if they were to find such a
relationship because student ID numbers are usually
arbitrary, and the arbitrariness usually makes such a
relationship impossible. Although a relationship be-
tween student ID numbers and student grades is
probably impossible, it is useful to examine the data
for a relationship, to verify that the data are behaving
as expected. (By looking at data from different points
of view, one sometimes finds interesting new phenom-
ena.)

(8) Use the plotting procedure of the statistical pack-
age to draw the scatterplot of the possible relation-
ship between student ID numbers and the student
grades, with the grades shown on the vertical axis
of the scatterplot. Have the statistical package
show the long variable names on the scatterplot.
Print a copy of the scatterplot so that you will be
able to study it when you are away from the com-
puter.
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(b) Examine the scatterplot for outliers that reflect
typing errors that you have made, and if you find
any, correct them and print the corrected scatter-
plot.

(c) From looking at the scatterplot, do you think there
is a relationship between student 1D numbers and
student grades? If so, describe the relationship.

4. A medical researcher wished to know if a proposed
new blood pressure drug can control (i.e., lower) high
blood pressure in people. Therefore, the researcher
obtained a group of thirty patients who had registered
with a particular hospital and who had high blood pres-
sure. The researcher measured and recorded the
average blood pressure of each patient. Next the re-
searcher randomly divided the patients into two groups
with fifteen patients in each group. Then, for the next
ten weeks, using standard medical experimentation
procedures, the researcher administered a daily dose of
100 milligrams of the new drug to the patients in one
of the groups and a placebo (i.e., a pill with no medici-
nal ingredients) to the patients in the other group. At
the end of the ten weeks, the researcher again meas-
ured the average blood pressure in each of the patients
and determined the drop in average blood pressure in
each patient. Thisyielded table 4.

Note that some of the numbers in the rightmost column

in the table are negative, indicating that the average

blood pressure did not drop for these patients but in-
stead rose. Note also that the predictor variable in this
research project is “dose of the new blood pressure
drug received”. This variable has only two different
values in the research project, namely, 0 milligrams
per day and 100 milligrams per day. (Contrast this
with the situation in exercise 2 in which the predictor
variable has many different values.) Answer questions

(a) through (h) in exercise 2 for the data in table 4.

Note that often a more sophisticated research design is

used in medical research than the simple design used in

this exercise.

The research projects in exercises 2 and 4 demonstrate
simple cases of the two main types of scientific research.
The research project in exercise 2 is called an observa-
tional research project. This is because the researcher
simply observed the response and predictor variables of
interest. On the other hand, the research project in exer-
cise 4 is called an experiment because, rather than merely
observing the amounts of the blood pressure drug, the re-
searcher actually “manipulated” the values of that variable
by administering the different amounts of the drug to the
patients. Experiments (i.e., research projects in which
predictor variables are manipulated) are the main scien-
tific method for obtaining information about causation and
are the heart and soul of scientific research.

Table 4
Drop in
Dose of Average
Patient New Blood

ID Drug Pressure

Number (mg) (mm Hg)
1 100 -1
2 0 -20
3 100 33
4 0 -15
5 100 0
6 100 30
7 100 40
8 100 -13
9 0 -1
10 0 -19
11 100 20
12 100 12
13 100 8
14 0 33
15 100 39
16 100 9
17 0 -3
18 0 20
19 100 28
20 0 11
21 100 -6
22 100 35
23 0 10
24 0 -4
25 100 -21
26 0 -6
27 0 -36
28 0 -2
29 0 1
30 0 -1

7.10 A Definition of a Relationship Between Variables

(This subsection is included for completeness. Stu-
dents who are uncomfortable with mathematical concepts
can omit this material without losing the logical train of
the paper.)

Let us consider a formal definition of a relationship
between variables. We begin with some preliminary
definitions and discussion:

Definition: A numeric variable is a variable whose
values are numbers.

We can convert any variable that is not a numeric
variable into a numeric variable by using a recoding rule
to recode the non-numeric values of the variable into
numbers. Thus, effectively, we can view all variables as
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being numeric variables.

Definition: The expected value of a numeric variable
in an entity in a population is the average value (i.e.,
the arithmetic mean value) of the variable across all
the entities in the population under a given set of
conditions.

Of course, the expected value of a variable is usually
unknowable because it is usually not possible to measure
the value of a variable in every entity in the associated
population. However, we can estimate the expected value
of any variable to any degree of precision we wish by
measuring the value of the variable in each entity in an
appropriate sample and then computing the average of the
measured values. Such estimates are usually sufficient for
our needs.

Definition: The expected value of a numeric variable
in an entity in a population conditioned on the values
of one or more other variables is the average value of
the variable across all the entities in the population
under a given set of conditions, including the condi-
tion that the other variables have particular stated
values.

We shall represent the expected value of some vari-
able y as E(y), and we shall represent the expected value

of y conditioned on the values of variables x;,...,X, as

E(YIX,,... X,)-

Using the concept of expected value, let us now con-
sider a formal definition of a relationship between vari-
ables:

Definition: If y isavariable that reflects a measured

property of entities in some population, and if

Xy, X, are a set of one or more other variables that

reflect distinct other measured properties of the enti-

ties (or of the entities' environment), then a relation-

ship exists in the entities between y and the x,,...,X,

if, for each integer i, where 1<i<p

E(ylxl""'xi—l'xi'Xi+1""'Xp)
# E(YIXy e X g Xigsee s X))
If p =1, theinequality simplifiesto
E(yIx,) = E(y).

Each of the p inequalities is deemed to be satisfied if
thereis at least one set of specific values of the xs that
satisfies the inequality. (Notes: (1) A different set of
values of the xs may be used for each inequality; (2)
if y isnot a numeric variable, then for a relationship
to exist, the p inequalities must each be satisfied for
at least one recoding of the values of y into numeric
values. A different recoding may be used for each in-
equality.)

This formal definition of a relationship between vari-

ables is operationally equivalent to the informal descrip-
tions of a relationship between properties given at the end
of subsection 7.1. That is, if a state of affairs satisfies the
definition, it will also satisfy any of the descriptions, and
vice versa

In actual practice, scientists usually detect relation-
ships between variables not by directly showing that the
above definition is satisfied, but rather by showing that
various other equivalent conditions are satisfied. These
other conditions are designed to provide maximum effi-
ciency in specific research situations and may at first ap-
pear to differ from the definition. However, satisfying
these other conditions is equivalent to satisfying the
definition in the sense that (if we ignore the ever-present,
but controllable, “false alarm” errors) the other conditions
will declare the existence of a relationship between vari-
ables only if the conditions of the definition are satisfied.

Other mathematical definitions of a relationship be-
tween variables or properties are given (in terms of causal
relationships) by Bollen (1989, p. 41), Granger (1980),
Chowdhury (1987), and Poirier (1988).

8. STATISTICAL TECHNIQUES
FOR STUDYING
RELATIONSHIPS BETWEEN VARIABLES
The preceding sections developed the concept of re-
lationships between variables—a fundamental concept of
science. In an introductory statistics course this concept
leads us directly to a key question: What statistical tech-
nigques are available to help us study relationships between
variables?
The available statistical techniques fall into four
groups, namely,
« techniques for detecting relationships between variables
- techniques for illustrating relationships between vari-
ables
- techniques for predicting and controlling the values of
variables, and
- miscellaneous techniques for studying relationships be-
tween variables.
Sections 9 through 13 discuss the four groups of tech-
niques.

9. TECHNIQUESFOR DETECTING
RELATIONSHIPS BETWEEN VARIABLES
One group of statistical techniques helps us to detect
relationships between variables. Detecting relationships
has been a source of much confusion and controversy.

9.1 Must Analyze Data

The only objective way of detecting a relationship
between variables is to gather and analyze appropriate
data that are likely, if a relationship exists, to reflect that
relationship. We obtain such data by obtaining a table of
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concurrent (or sometimes appropriately “lagged”’) meas-
urements of the values of the variables of interest in a
sample of entities from the population of interest. After
we have obtained such a table, we can then use statistical
methods (described below) to analyze the data in the table
to look for evidence of arelationship.

9.2 The Null and Alter native Hypotheses

In detecting a relationship between a response vari-
able and one or more predictor variables, a scientist will
often partition the full set of possibilities into two simple
opposing hypotheses:

« Null Hypothesis: there is no relationship between the
response variable and any of the specified predictor
variablesin the entities in the population.

« Alternative Hypothesis: there is a relationship between
the response variable and one or more of the specified
predictor variables.

Of course, for any particular response variable and predic-

tor variable(s) in any particular population of entities, one,

and only one, of the preceding two hypotheses must be
true.

For example, if we are interested in performing a re-
search project to determine if a relationship exists between
taking vitamin C and getting the common cold, the null
hypothesis is that there is no relationship between vitamin
C and the common cold. The alternative hypothesis is
that there is a relationship between vitamin C and the
common cold.

Formally, scientists begin the initial study of a rela-
tionship between variables with the assumption that the
null hypothesis is true. Informally, however, scientists
suspect and hope that some form of the alternative hy-
pothesis is true. Scientists hope that the alternative hy-
pothesis is true because if it is, then we (as society) can
use information about the relationship to help make pre-
dictions or exercise control.

The practice of beginning with the (impossible-to-
prove) assumption that the null hypothesis is true is en-
tailed by the principle of parsimony, which tells usto keep
things as simple as possible. The simplest situation is that
of the absence of a relationship, so we begin with that as-
sumption.

After making the formal assumption that the null hy-
pothesis is true, scientists who wish to study a relationship
then perform a research project in an attempt to invalidate
the assumption. That is, as noted above, we obtain atable
of the measured values of the relevant variables in the
entities in a sample under circumstances in which the
sought-after relationship between variables should appear,
if it exists. We then analyze (as discussed below) the
measured values in the table. If the analysis shows rea-
sonable evidence that a relationship exists, then the scien-
tific community (through informal consensus) rejects the

null hypothesis and concludes that a relationship between
variables similar to that suggested by the results probably
does exist.

Neyman and Pearson (1928) introduced the concept
of the null and alternative hypotheses. Fisher (1935, sec.
8) expanded these ideas and gave the null hypothesis its
name.

Appendix A discusses two useful generalizations of
the concept of a null hypothesis.

9.3 Why Should We Begin By Assuming That the Null
Hypothesis|s True?

Tukey (1989, p. 176) suggests that a relationship may
exist (albeit sometimes very weakly) in entities between
all measurable pairs of variables, regardless of the identi-
ties of the variables. Given that suggestion, and despite
the argument in subsection 9.2 in terms of the principle of
parsimony, some students may wonder why it is necessary
to begin a study of a relationship between variables with
the assumption that the null hypothesisis true.

Scientists usually begin initial formal study of arela
tionship between variables with the assumption that the
null hypothesis is true because this strategy prevents them
from making the error of thinking that they know more
about the relationship than they actually do. And only if
all of the following conditions are satisfied will most sci-
entists reject the null hypothesis and accept the existence
of a particular relationship between variables:

- someone has performed an appropriate empirical re-
search project

- the research project has found reasonable evidence of
the relationship

« the research project has been carefully scrutinized for er-
rors (and perhaps even successfully repeated) by other
members of the scientific community (and anyone else
who is interested), and

- nobody has come up with a reasonable alternative ex-
planation of the results of the research project (Mosteller
1990, Lipsey 1990a, Macnaughton 1996b).

9.4 Statistical Tests for Detecting Relationships Be-
tween Variables

Various statistical methods are available to analyze
the results of aresearch project and to help us determine if
there is evidence of a relationship between the response
variable and one or more of the predictor variables. These
methods (which are usually computerized) work by taking
as input the results of aresearch project. That is, the input
is the table of values of the response variable and the pre-
dictor variable(s) that were measured in the entities that
participated in the research project. Many of these meth-
ods provide, as output, one or more numbers called p-val-
Ues.

If aresearch project and its data adequately satisfy the



The Entity-Property-Relationship Approach to Satistics: An Introduction for Students 12.

underlying assumptions of a statistical method, then a p-
value yielded by the method is an accurate estimate of
the fraction of the time
that we will obtain evidence
of the existence of the relationship
as strong as (or stronger than)
the evidence provided by the current research project,
if, actually, NO relationship exists
between the variables
in the population,
and if we were to perform the research project
over and over,

each time with a fresh random sample of entities

from the population.

The preceding paragraph implies that a p-value for a
particular relationship will lie somewhere in the range
between zero and one (including the two end-points).

The paragraph also implies that the lower a p-value,
the less likely it is that the obtained evidence of the rela-
tionship would be obtained if no relationship exists. Thus
if ap-value for arelationship islow enough, we can reject
the null hypothesis and conclude that the associated rela-
tionship between the response variable and the indicated
predictor variable(s) probably actually does exist in the
population.

The p in p-value stands for probability because the
fraction of the time that something happens is (one defini-
tion of) a probability.

How low should a p-value be before it is safe to con-
clude that the associated relationship exists? In evaluating
the work of others, many scientists rely on the convention
that a p-value should be lower than (or at |east aslow as) a
“critical” value of .05 before they reject the null hypothe-
sis and conclude that the relationship between variables
that is associated with the p-value probably actually ex-
ists. (Some scientists use other critical p-values, notably
.01.)

Thus the decision rule is simple: if a p-value com-
puted from the results of the research project is less than
(or equal to) the chosen critica p-value (and if the as-
sumptions underlying the p-value are adequately satis-
fied), then we can (tentatively) reject the null hypothesis
and conclude that the associated relationship exists in the
population. But if the p-value is greater than the chosen
critical p-value, al that we can conclude is that this par-
ticular p-value provides no conclusive evidence of the ex-
istence of the relationship.

The procedure of computing a p-value and examining
it to determine whether it is less than a critical value is
called a statistical test of the hypothesis that the associ-
ated relationship exists. Fisher (1925) and Neyman and
Pearson (1928) began modern discussion of the concept of
statistically testing a hypothesis. Lehmann (1986) gives a
general discussion.

Consistent use of acritical p-value of .05 in statistical
tests implies that if we consider all the times that we
(properly) use statistical tests to determine if there is evi-
dence of a relationship between variables, and if we then
consider the portion of those times when the relationship
suggested by the data does not actually exist, we will er-
roneously conclude that the relationship does exist in five
percent of those times.

Many different stetistical tests are available to help us
detect relationships between variables, with the choice of
the optimal test depending on the situation at hand. These
tests all work in the general manner described in this sub-
section.

Careful readers need enough detail of the theory of
statistical tests to allow them to decide whether to believe
that statistical tests are valid. In particular, careful readers
need to know details about the computation of p-values so
that they can judge whether p-values are reasonable esti-
mates of the probabilities they purport to estimate. These
readers may find it helpful to note that each p-value is
based on a “test statistic”, which is simply a number com-
puted from the results of aresearch project by following a
well-defined mathematical procedure. Many statistics
textbooks describe the procedures to compute various test
statistics from the results of an appropriate research pro-
ject. Statistical theory shows that, if the null hypothesisis
true (and if certain other often-satisfiable underlying as-
sumptions are adequately satisfied), then the associated
test statistic will have a known “distribution”. (The distri-
bution is simply a description of what the different values
of the test statistic will be with what frequency, if the test
stetistic were to be computed over and over, each time
with afresh random sample of entities from the population
of interest.) But if the null hypothesis is false, the test
statistic is specifically designed so that its distribution will
usually deviate as far as possible from the distribution that
occurs when the null hypothesisis true. Computation of a
p-value is simply computation of the probability (i.e.,
fraction of the time) that the given test statistic will, if the
null hypothesis is true, deviate as far as it has from its ex-
pected value under the distribution of values that is known
to occur when the null hypothesis is true. Many statistics
textbooks describe the procedures to compute these prob-
abilities.

Readers who wish to know more about the mathe-
matical details of statistical methods will find helpful dis-
cussion in introductory statistics textbooks. Recom-
mended are the books by Moore (1995), Iman (1994),
Freedman, Pisani, Purves, and Adhikari (1991), and
Snedecor and Cochran (1989). Discussion also appearsin
most of the works listed at the end of subsection 11.1.

Credtive readers new to the material may rightfully
wonder whether there might be a general objective proce-
dure for detecting relationships between variables that is



The Entity-Property-Relationship Approach to Satistics: An Introduction for Students 13.

easier to use than the p-value approach. Unfortunately, an
acceptable easier procedure has not yet been invented, and
perhaps no such easier procedure is possible.

The use of a statistical test provides a clear-cut crite-
rion for deciding when to believe a relationship exists
between variables. Another approach to detecting rela-
tionships between variables is to derive an estimate of the
probability that a particular relationship exists. However,
a problem with deriving the probability that a relationship
exists is that such a probability is associated with one
particular form of the relationship. Instead of being tied
to a particular form of the relationship, scientists often
prefer a more general criterion of determining whether
any type of relationship exists. The p-value generally
comes close to providing such a criterion, and thus the p-
value is generally preferred.

It is important to note that a low p-value does not
imply that the associated relationship between variables
has any practical implications. Some relationships be-
tween variables, when discovered, will have immediate
practical implications, but other relationships will not. It
is also important to note that, even if a new relationship
has no obvious practical implications, it should generally
till be reported in the scientific literature because knowl-
edge of the relationship may stimulate other researchersto
look further into the relationship, and practical implica-
tions may then be found.

Rather than consistently using the same fixed critical
p-value (e.g., .05), some authors have suggested that we
can determine the critical p-value for an instance of a par-
ticular statistical test on the basis of one or more aspects
of the particular research situation in which the test ap-
pears. However, as a practical matter, it is often difficult
to find objective aspects of a research situation that enable
us (perhaps through a “loss function™) to determine an ap-
propriate critical p-value for a statistical test in that situ-
ation. On the other hand, many scientists feel that the use
of subjective criteria to determine a critical p-value is
arbitrary, and thus less desirable in science, which tries to
be as abjective as possible. Thus we are often led to using
fixed critical p-values, such as .05 or .01. The use of
fixed critical p-valuesis also reinforced by some editors of
scientific journals who require that the important p-values
in a research paper be less than a fixed value (often .01)
before they will consider the paper for publication. This
requirement helps editors control the frequency of
publishing “false alarms’, which are discussed in the next
subsection.

9.5 The Four Possible Outcomes of a Statistical Test

If we use a statistical test to determine whether to
conclude that a relationship exists between variables in a
population of entities, there are four possible outcomes of
the test that can occur. The four outcomes are shown in

table 5.

Table 5. The Four Possible Outcomes
of a Statistical Test
of a Relationship Between Variables

REALITY IS
THE
STATISTICAL rela;li—gr?ship rela;li—gr?ship
TEST SAYS ; i
0 exists does not exist

“Conclusive OUTCOME: OUTCOME:
evidence of a correct false alarm

relationship detection error
was found.” of the

e, P <Pgit relationship

“Conclusive OUTCOME: OUTCOME:
evidence of a miss error correct

relationship was failure to

not found.” detect any

I.e., P > Pgit relationship

The rightmost two columns of the table represent the
two possibilities with respect to the existence in the
population of the studied relationship between variables.
That is, either the relationship exists (middle column of
the table) or the relationship does not exist (rightmost col-
umn of thetable).

Similarly, the bottom two rows in the table represent
the two possibilities with respect to the statistical test.
That is, either the p-value is less than (or equal to) the
critical p-value (which implies that the statistical test has
found “conclusive” evidence that a relationship exists) or
the p-value is greater than the critical p-value (which
implies that the statistical test has not found conclusive
evidence that a relationship exists).

The goal of performing a statistical test is to deter-
mine which of the rightmost two columns of the table is
correct for the particular relationship between variables
under study. We make this determination by noting in
which of the bottom two rows of the table the statistical
test placesus. If we find ourselvesin the second row from
the bottom, then we reject the null hypothesis and
(tentatively) conclude that a relationship exists. But if we
find ourselves in the bottom row of the table, then we
conclude that we do not have sufficient evidence to con-
clude that arelationship exists.

The four cells in the table labeled OUTCOME consti-
tute the “body” of the table. These cells represent the four
possible outcomes of a statistical test. Let us examine
each outcome in turn.
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The upper-left cell in the body of the table represents
the outcome in which the suggested relationship actually
exists between the variables in the population and the sta-
tistical test provides conclusive evidence that the relation-
ship exists. Thisisthe outcome that we would always like
to occur, because whenever it does occur we have found a
real relationship between variables in the population.

The lower-right cell in the body of the table repre-
sents the outcome in which the suggested relationship
between variables does not exist in the population and the
statistical test correctly indicates the absence of conclu-
sive evidence of a relationship (i.e., the p-value is greater
than the critical p-value). This outcome is less desirable
than the outcome described in the preceding paragraph,
because it implies that a relationship that we had hoped to
find does not actually exist. However, this outcome is
more desirable that the remaining two outcomes because
these outcomes both represent errors.

The upper-right cell in the body of the table repre-
sents the outcome in which the suggested relationship
between variables does not exist in the population, but the
stetistical test erroneously indicates that the relationship
does exist. Using terminology from signal detection the-
ory, let us call this type of error a false alarm, because it
amounts to our falsely concluding that a relationship ex-
ists. In the preceding subsection we noted that the critical
p-value indicates the fraction of the time that we will
mistakenly conclude that a relationship between variables
exists in the population, when such arelationship does not
actually exist. Thus the critical p-value can be character-
ized asthe false alarm error rate.

(False darm errors are aso sometimes called type |
[i.e., type on€] errors.)

The lower-left cell in the body of the table represents
the outcome in which the suggested relationship exists
between the variables in the population, but the statistical
test does not succeed in detecting the relationship. Using
terminology from signal detection theory, let us call this
type of error a miss error, because it amounts to our miss-
ing detecting that the relationship exists. (Miss errors are
also sometimes called type |1 [type two] errors.)

Some beginners mistakenly believe that use of a criti-
cal p-value of, say, .05 implies that we will commit false
alarm errors five percent of the times that we use statisti-
cal tests. That is, some beginners mistakenly believe that
we will end up in the upper-right cell in the body of table
5 five percent of the times that we use statistical tests.
The correct interpretation is that a critical p-value of .05
implies that we will commit false alarm errors five percent
of the times that the indicated relationship does not exist.
In other words, in research situations in which reality
places us in the rightmost column of the table, a statistical
test with a critical p-value of .05 will, at random, send us
to the upper-right cell in the body of the table in five per-

cent of those situations, and it will send us to the lower-
right cell in the body of the table in the other ninety-five
percent of those situations.

Having considered the relative frequency with which
statistical tests will send us into the two rows in the right-
most column of the body of the table, let us now consider
the relative frequency with which we will fall into the two
columns in the body of the table. Here, it is important to
note that many (but not all) researchers study relationships
between variables that they have good reason to believe to
exist. (This is because to study relationships believed not
to exist has little or no payoff. Studying relationships be-
lieved not to exist amounts to trying to support the null
hypothesis, which most scientists simply assume to be true
until satisfactory evidence to the contrary is brought for-
ward.) Therefore, because researchers have usually care-
fully chosen the relationships they study, they will often
(but certainly not always) fall in the middle column of the
table.

Because the use of statistical tests to detect relation-
ships between variables implies that (1) we will some-
times make false alarm errors, and (2) we will sometimes
make miss errors, it is important to consider the conse-
guences of both types of errors.

In the case of false darm errors it is gratifying to ob-
serve that, if scientists mistakenly conclude that a certain
relationship exists between variables when, in fact, there
is no such relationship, then the mistake is usually rapidly
detected through the process of replication—i.e., inde-
pendent demonstration—of the relationship. Whenever a
research project reports an interesting new relationship
between variables, other researchers usually attempt to
replicate the relationship. If other researchers are consis-
tently unable to replicate a relationship between variables,
the existence of the relationship is called into question,
and the scientific community may return to assuming that
the null hypothesisistrue.

For example, in the recent “cold fusion” controversy,
it is helpful to view the controversy as a question of
whether certain newly claimed relationships between vari-
ables are present in a “cold fusion cell”. In particular,
some scientists have reported that, under certain condi-
tions, the heat energy output (response variable) of a cold
fusion cell is greater than the electrical energy input
(predictor variable), which is contrary to accepted physi-
cal theory. However, other scientists have been consis-
tently unable to replicate this relationship. Because many
scientists have been unable to replicate the new relation-
ship, most scientists now assume that the claimed new re-
lationship was a false alarm, and the relationship does not
exist. Therefore, cold fusion is considered, at this time,
not to be possible (Huizenga, 1993).

In contrast to false alarm errors, the consequences of
miss errors can be more damaging. First, much of scien-
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tific research is done directly or indirectly to search for
benefits for humankind. When scientists or statistical tests
commit a miss error (i.e., they fail to detect a real rela
tionship between variables in a population), study of the
relationship may be abandoned, and therefore, implemen-
tation of useful applications of the relationship may be
delayed, perhaps with a serious social cost. Second, on a
more personal level, if a scientist commits a miss error
and fails to find a useful new extant relationship between
variables, then he or she will also miss receiving the vari-
ous rewards associated with finding the relationship.
Therefore, scientists usualy take steps to ensure that the
“miss error rate” for important statistical tests in their re-
search projects is appropriately low. These steps are in-
troduced in the next subsection.

9.6 The Power of Statistical Tests For Detecting Rela-

tionships Between Variables
Definition: The power of a statistical test for detect-
ing a particular relationship between variables is the
fraction of the times that the test is performed (each
time with a fresh random sample of entities from the
population of interest) that the test will detect the re-
lationship, given that the relationship has a particular
form.

The above definition implies that the power of a par-
ticular statistical test for detecting a particular relationship
is a particular number lying somewhere in the range be-
tween zero and one (including the two endpoints).

As we might expect, the power of a particular statisti-
cal test for detecting a particular relationship depends on
various properties of the research project in which the test
appears. For example, the more accurate the methods we
use to measure the values of the relevant variables in the
entities in a research project, the more powerful the statis-
tical tests. Similarly, the more entities that (properly)
participate in a research project, the more powerful the
statistical tests.

Of course, when we use statistical tests to help us de-
tect relationships between variables, we are usually eager
to discover new relationships. Therefore, we usually want
to use statistical tests that have (when operating in the vi-
cinity of the expected form of the relationship) the highest
possible power. Therefore, scientists usualy design re-
search projects so that the power of the important statisti-
cal tests (for detecting the expected form of the sought-
after relationship) is at least .8 and sometimes as high as
.99.

To help scientists design research projects, statisti-
cians have developed methods to compute the power of
most of the statistical tests that are used for detecting re-
lationships between variables. These methods allow a re-
searcher to verify, ahead of time, that the statistical tests

he or she plans to use in a research project will have suf-
ficient power. Some of these methods are discussed by
Odeh and Fox (1991), Lipsey (1990b), and Kraemer and
Thiemann (1987). Also, some statistical software pack-
ages now contain programs that automatically compute
the power of statistical tests.

Since the power of a statistical test is the fraction of
the times that when the test is performed it will detect the
stated relationship, therefore one minus the power is the
fraction of the times that when the test is performed it will
not detect the stated relationship. Thus one minus the
power is the miss error rate of the statistical test used to
detect the relationship.

The miss error rate is the fraction of the time that,
when we are in the middle column of table 5, the statisti-
cal test will erroneously place us in the bottom row, given
that the relationship has the stated form. Contrast the miss
error rate with the false alarm error rate (which we noted
in the previous subsection is equal to the critical p-value).
The false alarm error rate is the fraction of the time that,
when we are in the rightmost column of table 5, the statis-
tical test will erroneously place us in the top row of the
body of the table.

Appendix B lists factors that we can control in a re-
search project to maximize the power (i.e., minimize the
miss error rate) of statistical tests that detect relationships
between variables.

Most research projects that use statistical tests to de-
tect relationships carry out no more than ten statistical
tests that are crucial for the aims of the research project.
(In fact, many research projects carry out only a single
crucial test.) However, a few research projects carry out
more than ten crucial tests, perhaps many more. Appen-
dix C discusses power considerations for research projects
that carry out many crucial statistical tests.

9.7 Why Do We Need Statistical Tests?

Of course, we need not use a statistical test if we dis-
cover a very strong relationship between variables, be-
cause in this case, the results of the research project usu-
ally leave no doubt about the existence of the relationship.
However, new strong relationships between variables are
not often discovered, perhaps because most of the strong
relationships have already been discovered. Thus most
relationships that are currently studied are weak enough
that statistical tests are necessary.

We noted in subsection 9.3 that Tukey (1989, p. 176)
suggests the existence of a relationship (albeit sometimes
very weak) in entities between all measurable pairs of
variables, regardless of their identities. Given Tukey’'s
suggestion, it is reasonable to ask why we need to use sta-
tistical tests to demonstrate evidence of a relationship
between a response variable and a selected set of predictor
variables when, in fact, almost surely, there is a relation-
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ship.

We need statistical tests because, as Tukey notes, in
addition to wishing to know with confidence whether a
relationship exists, we usually also need reliable informa-
tion about the “profile” of the relationship.

The profile of a relationship is effectively the shape
and orientation of the line that shows the relationship on a
graph. The profile tells us whether, when the value of a
given predictor variable increases in entities, the value of
the response variable can be expected to increase or to de-
crease, or perhaps to sometimes increase and sometimes
decrease, depending on the values of other variables.

We need statistical tests because they allow us to
achieve an objective level of confidence that the modest
relationships between variables that are typically sug-
gested by the results of modern research accurately reflect
profiles we can expect to find in other entities in the
population. Only if we have accurate profiles can we
hope to make accurate predictions or exercise accurate
control.

9.8 Graphical Techniques For Detecting Relationships
Between Variables

In addition to using statistical tests, we can also (or
instead) use graphical techniques to help us detect rela-
tionships between variables. Graphical techniques rely on
the highly developed ability of the human eye to detect
patternsin visual stimuli.

Graphical detection techniques involve the joint pres-
entation of the values (or functions of the values) of (a)
the response variable, and (b) one or more of the predictor
variables for the entities in a research project in one or
more graphical displays. Popular types of graphical dis-
plays include graphs, scatterplots, boxplots, and bar
charts. (Most modern statistical software packages can
generate extensive graphical displays upon the simple re-
quest of a user.) After the appropriate graphical displays
are obtained, we carefully search them for patterns that
suggest a relationship in the population between the re-
sponse variable and the displayed predictor variables.

Cleveland (1993) and Tukey (1988) discuss graphical
techniques for detecting relationships between variables.

9.9 Comparison of Numerical and Graphical Tech-
niques For Detecting Relationships Between Variables

Theoretically, any relationship between variables that
can be detected with graphical detection techniques can
also be detected with numerical detection techniques, and
vice versa. However, experienced researchers have failed
to detect certain relationships with numerical techniques
that experienced researchers have later detected using
graphical techniques, and vice versa.

If a researcher fails to detect a relationship that is
clearly present in data, then the failure occurred because

the researcher did not look (numerically or graphically)
carefully enough at the data. Researchers sometimes fail
to look carefully enough at their data because there are
currently no complete algorithms that researchers can
follow when trying to find relationships between vari-
ables. (A complete algorithm must include full “residual”
and “outlier” analyses—Anscombe and Tukey 1963, and
Barnett and Lewis 1994.) Thus researchers are left to
their own devices, and they sometimes fail to detect useful
visible relationships. To alleviate this problem, statisti-
cians will probably develop complete formal relationship-
detection algorithms. After such agorithms have been
computerized and validated (by testing and refining them
on alarge sample of real data sets), fewer relationships, or
aspects of relationships, will be overlooked.

Some advantages and disadvantages of numerical and
graphical techniques for detecting relationships are as
follows:

- graphical techniques are usually easier to understand

« numerical techniques are necessary if we need an objec-
tive measure of the believability that a suspected
relationship exists (e.g., the p-value)

- numerical techniques (properly applied) are more likely
than graphical techniques to detect a relationship if the
relationship is extremely weak or if the relationship is
subtle and involves many predictor variables.

Because both numerical and graphical detection
techniques have advantages, researchers sometimes use a
combination of the two approaches.

9.10 Exercises
1. Refer to the scatterplot that you printed for exercise 2 in

subsection 7.9.

(a) Before you attempt the remaining parts of this ex-
ercise, reconsider the scatterplot and your conclu-
sion about whether you think a relationship exists
between the two variables. Have you changed
your mind?

(b) For the possible relationship between the two vari-
ables shown on the scatterplot, what are the null
and alternative hypotheses?

(c) Usethe linear regression procedure in your statisti-
cal package to analyze the data underlying the
scatterplot and compute the p-value for a linear
relationship between the predictor variable and the
response variable.

NOTE: Your instructor will provide you with in-
structions for using the linear regression procedure
or will provide you with a reference to instructions
in the user manual for the statistical package. To
get correct results you must correctly specify to the
procedure which variable is the response variable
and which is the predictor variable. Unless you
have an unusual statistical package, you should not
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(d)

have to specify any options to the procedure be-
cause the p-value and the other statistics you will
need should be provided in the default output.
(You can ignore all of the other statistics at this
time.) Statistical packages use various labels for
the p-value in their documentation and output, such
as p, P, P(2 TAIL), Prob>F, Prob > [T|, Signif F,
and Sig T. Also, most regression procedures will
give more than one p-value for your data. The
second p-value is related to the “intercept”. If ap-
value is lower than around .0001, some statistical
packages show the p-value as zero, even though
the true p-value is always greater than zero. Other
stetistical packages show low p-values using E-
notation. For example, a p-value of .000000002
could be shown as 2.E-09.

NOTE: The use of linear regression to compute a
p-value is based on certain assumptions. The as-
sumptions are that (1) a straight line—rather than a
curved line—is appropriate for the points on the
associated scatterplot, and (2) if lines are drawn
vertically from each of the points to the best-fitting
line for the points on the scatterplot, the signed
lengths of these vertical lines will have an
“independent normal distribution” with a constant
“variance” across the different values of the
predictor variable. Details of these assumptions
are beyond the scope of this paper. It is, however,
very important to note that, to avoid later possible
embarrassment, one should always verify that the
underlying assumptions of a statistical procedure
are adequately satisfied before attempting to draw
conclusions from use of the procedure in areal-life
research project.

Assume that you have verified that the underlying
assumptions are adequately satisfied for the p-
value you obtained in part (c). Given that fact, and
given the p-value you have obtained, is it reason-
able to conclude that a relationship between the
two variables exists in the population?

NOTE: For the “homework - grade” example, the
underlying assumptions are clearly violated be-
cause the vertical distributions of the points about
the best-fitting line are “truncated”. That is, if this
is a typical course, the values of the students
grades cannot go above 100 or below zero. (A
normal distribution is not truncated, so the points
cannot lie in a normal distribution, so the assump-
tions are violated.) However, the p-value in linear
regression is “robust” to this minor violation of the
assumptions. Furthermore, in this case violation of
the assumptions does not lead us to doubt the exis-
tence of the relationship because the relationship
between the two variables is strong enough to al-

low one to easily see the presence of the relation-
ship by merely looking at the scatterplot, without
having to rely on the p-value. If the relationship
were weaker, it would be reasonable to analyze the
data with a procedure whose underlying assump-
tions would not be violated by the truncated distri-
butions in order to corroborate the existence of the
relationship. (Researchers generally use such al-
ternative procedures only when necessary because
the statistical tests in such procedures are dightly
less powerful than the statistical tests in multiple
regression.)

2. Refer to the scatterplot that you printed for exercise 3
in subsection 7.9. Answer questions (a) through (d) in
exercise 1 for the data underlying that scatterplot.

3. Refer to the scatterplot that you printed for exercise 4
in subsection 7.9. Answer questions (a) through (d) in
exercise 1 for the data underlying that scatterplot.
NOTE: The use of linear regression to obtain the p-
value for the data in exercise 3 is somewhat unusual,
and many researchers would instead use a “two-sample
t-test” to obtain the p-value. Other researchers would
use a “oneway analysis of variance” (one-way
ANOVA, a generalization of the t-test) to obtain the p-
value. However, in the case of a single predictor vari-
able that has only two different values in the research
project, it can be shown that the p-value obtained with
the linear regression is identical to both that obtained
with the two-sample t-test and that obtained with one-
way ANOVA. (The t-test and the associated one-way
ANOVA have the same underlying assumptions as the
linear regression except that the assumption about a
straight line is no longer relevant.) The use of linear
regression to compute the p-value illustrates how the
same underlying procedure is used to compute p-values
for both observational data and experimental data.

4. Use the two-sample t-test procedure in the statistical
package to compute the p-value for the relationship
between the amount of the drug and the drop in blood
pressure in table 4 in subsection 7.9. This p-value
should be identical to the p-value you obtained in ex-
ercise 3.

5. Usethe ANOVA procedure in the statistical package to
compute the p-value for the relationship between the
amount of the drug and the drop in blood pressure table
4 in subsection 7.9. This p-value should be identical to
the p-value you obtained in exercise 3.

10. TECHNIQUESFOR ILLUSTRATING
RELATIONSHIPS BETWEEN VARIABLES
The preceding section discussed how statistical tech-
niques can help us to detect relationships between vari-
ables. A second group of statistical techniques helps usto
illustrate these relationships. Illustrating a relationship
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usually helps us to understand it. Also, illustrating a rela-
tionship is usually the most effective way of communicat-
ing information about the relationship to others.

Most of the techniques for illustrating relationships
have been computerized, and thus we use them by feeding
the data table from the sample and some simple instruc-
tions to a computer, whereupon the computer generates
the appropriate graphical display(s) to illustrate the speci-
fied relationship in the data.

As noted in subsection 7.9, it is a convention that if
the values of the response variable in a research project
are shown in a graphical display, these values are shown
on the vertical axis of the display.

Cleveland (1993) and Tukey (1988) discuss tech-
niques for illustrating relationships. Tufte (1983, 1990)
gives a general discussion of the use of graphica displays
to convey information, especially information about rela-
tionships between variables.

11. TECHNIQUESFOR PREDICTING AND
CONTROLLING THE VALUES OF VARIABLES

The preceding two sections discussed how statistical
techniques help us to detect and illustrate relationships
between variables. A third group of statistical techniques
helps us to satisfy a central goal of science, which is to
predict and control the values of variables, as was dis-
cussed in section 6. The present section focuses on pre-
diction techniques.

(Control techniques are similar to prediction tech-
niques, but the require “manipulation” of the predictor
variables in the research project to allow us to determine
whether the relationships we discover are “causal” rela-
tionships. Only if we confirm that relationships are causal
are we ensured control capability. Detailed discussion of
control techniques is beyond the scope of this paper, but
see Macnaughton [1996b, chap. 4].)

Of course, when we make predictions, we wish to
predict the values of a particular response variable in new
entities in the population of interest. We make the pre-
dictions on the basis of the values of one or more predictor
variables in the new entities and on the basis of our
knowledge of the relationship between the response vari-
able and the predictor variable(s).

Statistical predictions are usualy not perfectly accu-
rate. This lack of perfect accuracy is due to our current
incomplete knowledge about most relationships and our
current less-than-perfect measurement methods. How-
ever, as we shall see below, statistical prediction tech-
niques are designed to give the “best” predictions possi-
ble.

11.1 Prediction Techniques
If we discover that a relationship exists between vari-
ables, and if we have used different groups of entities in

the original research project (and if none of the predictor
variables participate in the analysis as “continuous’ vari-
ables), then we can make predictions of the value of the
response variable for new entities by using the average
values of the response variable for the various groups. (A
variable is “continuous’ if it can theoretically have any
value within some continuous range of numerical values.)
That is, usually the best prediction of the value of the re-
sponse variable for an entity is the average value of the re-
sponse variable for the group of all the entities in the
original research project that had values of the predictor
variable(s) that are highly similar to the value(s) that the
new entity has. We can read such predicted values from a
table of average values or from a graphical display of the
information in the table.

The approach described in the preceding paragraph
works when appropriate groups were used in a research
project and the group average values of the response vari-
able are available (and meaningful). In other cases, sci-
entists often make predictions by means of a model equa-
tion (sometimes simply caled a model). A model equa-
tion is a mathematical equation that expresses the pre-
dicted value of a response variable in terms of some
mathematical function of the values of one or more pre-
dictor variables.

For example, a simple model equation is

y="b,+bx +bx,,
where ¥ isthe predicted value of the response variable for
a new entity from the population, and x, and x, are the
values of two predictor variables for the entity.

(The hat ["] on the y in the equation indicates that it
is a predicted value, in order to distinguish it from the
“true” measured value.)

The b, b, and b, in the equation are called the pa-
rameters of the equation and are presumed to represent
fixed numbers. Most model equations have one or more
parameters. Parameters may reflect constants of propor-
tionality or other numbers (such as the exponent 2 in
E =mc?®). Of course, before we can use a model equation
for making predictions, we must first obtain estimates of
the values of al the parameters in the equation.

Various statistical methods are available to help us
determine the form of the “best” model equation for ex-
pressing a relationship between variables and to help us
obtain estimates of the values of the parameters in that
equation. These methods (which are often computerized)
take as input the table of values of the response variable
and the predictor variable(s) that were measured in the
entities that participated in a research project. The meth-
ods provide, as output, a statement of various candidate
forms of the model equation and estimates of the values of
the parameters in those equations.

Scientists usually choose the best model equation
from among the candidates by balancing two opposing re-
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quirements:

choose the form of the model equation and the estimates
of the values of the parameters so that the equation gives
the smallest errorsin prediction (“residuas’) if it is used
to predict the values of the response variable for all the
values of the response variable that were actually ob-
tained in the research project

choose the form of the model equation so that it has as
few parameters as possible (in order to satisfy the prin-
ciple of parsimony).

Statistical methods for determining model equations and
statistical methods for estimating the values of parameters
provide various techniques to help us balance these two
requirements so that we can obtain the “best” model
equation.

Appendix D discusses two popular ways of choosing
the values of parameters in a frequently used type of
model equation so as to minimize the prediction errors.

Once we have determined (a) the form of a model
equation for a relationship between variables and (b) esti-
mates of the values of the parameters in that equation, we
can then easily make predictions for new entities by sub-
stituting into the equation the value(s) of the predictor
variable(s) for a new entity. After making the substitu-
tion, we can then do the required arithmetic to obtain the
predicted value of the response variable for the entity.

In some cases, especialy in the hard sciences, model
equations are not derived from the results of a research
project, but are instead derived from theoretical consid-
erations. For example, Einstein used theoretical consid-
erations to derive his model equation E=mc?. In such
cases we need not use statistical methods to derive a
model equation from the results of a research project be-
cause the equation will already have been derived. How-
ever, we can still use statistical methods (especially resid-
ual analysis) to examine the results of a research project
that studies the relationship implied by a theoretically de-
rived model equation to help us determine whether the
equation is consistent with the external world. This helps
us to confirm that the theoretical derivation of the equa-
tion is correct.

The powerful numerical and graphical methods that
scientists use to help them determine the form of a model
equation and obtain estimates of the values of the parame-
ters include the following:

- experimental methods discussed by Myers and Mont-
gomery (1995), Mason, Gunst, and Hess (1989), Box
and Draper (1987), Box, Hunter, and Hunter (1978),
Winer (1971), Tukey (1992), Cox (1958), Cochran and
Cox (1957), Anderson and Bancroft (1952), Kempthorne
(1952), and Fisher (1935, 1925), with important theo-
retical discussions by Searle (1987), Hocking (1985),
Grayhill (1976), Rao (1973), and Scheffé (1959)

multiple regression methods discussed by Montgomery

and Peck (1992), Chatterjee and Price (1991), Klein-

baum, Kupper, and Muller (1988), Weisberg (1985), and

Draper and Smith (1981)

survey methods discussed by Yates (1981), Cochran

(2977), Kish (1965), Hansen, Hurwitz, and Madow

(1953), and Deming (1950)

methods of the generalized linear model (and derivative

methods) discussed by McCullagh and Nelder (1989)

and Nelder and Wedderburn (1972)

robust and exploratory methods discussed by Hoaglin,

Mosteller, and Tukey (1991, 1985, 1983), Mosteller and

Tukey (1977), and Tukey (1977)

categorica methods discussed by Agresti (1990), Koch,

Carr, Amara, Stokes, and Uryniak (1990), Cox and Snell

(1989), Goodman (1984), Plackett (1981), Fienberg

(1980), Goodman and Kruskal (1979), Haberman (1978,

1979), Bishop, Fienberg, and Holland (1975), and Mos-

teller (1968)

time series methods discussed by Kendall and Ord

(1990), Anderson (1971), Box and Jenkins (1970), and

Tukey (1985, 1984)

- Bayesian methods discussed by Bernardo and Smith
(1994), Howson and Urbach (1993), Good (1992), Lee
(1989), Press (1989), Cyert and DeGroot (1987), Dawid
(1986), Berger (1985), Mosteller and Wallace (1984),
Hartigan (1983), Lindley (1983), Box and Tiao (1973),
Winkler (1972), and Zellner (1971)

« linear structural relationship methods discussed by Jore-
skog (1993) and Bollen (1989).

In addition to discussing deriving model equations, most

of the works in the preceding list also discuss methods of

detecting and illustrating relationships between variables.

Appendix E lists factors that we can control in design-
ing a research project in order to maximize the accuracy
of later predictions or control of the values of the response
variable for new entities from the population.

11.2 A Measure of Prediction Accuracy

Researchers sometimes report the accuracy of a pre-
diction by means of a confidence interval. A confidence
interval consists of two pieces of information: (a) an in-
terval (i.e., range) of values around the predicted value of
the response variable and (b) a percentage.

A confidence interval for a predicted value of a re-
sponse variable tells us (provided that certain underlying
assumptions are adequately satisfied) that if the actual
measured values of the response variable are (after they
become available) compared with the associated predicted
values, the measured values will lie within the ranges
(about the predicted values) specified by the associated
confidence intervals the indicated percentage of the times
that predictions are made.

For example, a researcher might determine and report
that the actual measured values of a particular response
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variable will lie within 2.8 units of the values predicted by
a particular model equation ninety-five percent of the
times that the equation is used to make predictions.

Confidence intervals are useful indicators of predic-
tion accuracy. However, they should be used with caution
because it is often difficult to tell whether a prediction
Situation is similar enough to the origina research situ-
ation for a given confidence interval to be accurate.

11.3 Prediction With No Predictor Variables

When studying statistical techniques for making pre-
dictions, we can include the empirical study of single
variables within the concept of a relationship between
variables. We can do this by considering the study of the
different values of a single variable in the entities in a
population of entities that was studied in a research pro-
ject to be simply a special case of a relationship between
variables. This special case is a degenerate case in which
the response variable is present, but the set of predictor
variables is empty (i.e., has no members). This point of
view is consistent at a deep level with the underlying
mathematics of the study of relationships between vari-
ables. (It is consistent in the sense that the underlying
mathematics of the no-predictor-variable case is the limit-
ing case of the mathematics of a relationship between
variables when the number of predictor variables is re-
duced to zero.)

Cases of prediction with no predictor variables occur
infrequently in scientific research because we are assured
better ability to predict or control a response variable if
we study the relationship between that variable and rele-
vant predictor variables, rather than if we ssimply study the
response variable in isolation.

11.4 Exercises
1. Refer to the scatterplot that you printed for exercise 2 in
subsection 7.9. Scanning this scatterplot suggests that

a straight line can be drawn through the cloud of points

on the scatterplot to summarize the relationship be-

tween the two variables.

(8) Use aruler to draw on the scatterplot what appears
to be the best straight line through the points to
summarize the relationship between the students
grades and the number of hours of homework they
did.

(b) The model equation for a straight-line relationship
between two variables has the form

y= bo + le
where
y = the predicted value of the response variable
for an entity
X= the value of the predictor variable for the
same entity

(©)

(d)

()

(f)

b,= a parameter of the model equation (called the
“intercept” of the best-fitting straight line)

b= a second parameter of the model equation
(called the “slope” of the best-fitting straight
line).

Use the linear regression program in your statisti-

cal package to analyze the data underlying the

scatterplot and find the estimates for b, and b, in
the output from the program. The default line that
linear regression programs use to model the rela-
tionship between two variables is a straight line.

Therefore, it should not be necessary to specify any

options to the program because the estimates of b,

and b, should be present in the default output. Dif-

ferent regression programs use different names for
these parameters. The parameter b, is sometimes
caled “b0", “B0O", “betald”, “constant”, and

“intercept”. The parameter b, is sometimes called

“b1”, “B1", “betal”, “coefficient”, the actual name

of the predictor variable, and “slope’.

Write the model equation for the relationship be-

tween the two variables as it is written above in

part (b) except use the actual numerical values of

b, and b, in the equation [as you obtained in part

(b)] instead of b, and b,.

Use the equation you wrote in part (c) to predict

the grade for a student in the population who does

10 hours of homework in the course. Use the

equation to predict the grade for a student who

does 65 hours of homework, and for a student who
does 135 hours of homework.

Plot points for the three predicted values you ob-

tained in part (d) on the scatterplot. You can use

the following procedure to plot a point for a pre-
dicted value on a scatterplot:

i. Locate the value of the predictor variable on
the horizontal axis of the scatterplot. Call this
point A.

ii. Draw alight pencil line vertically from point
A.

iii. Locate the value of the response variable on
the vertical axis. Call this point B.

iv. Draw a light pencil line horizontally from
point B to intersect the vertical line you drew
from point A. The point of intersection is the
point on the scatterplot for the given values of
the predictor and response variables.

Because the prediction equation is a linear (i.e,

straight line) equation, the three points you plotted

should lie on a straight line. If the points do not lie
on a straight line, find the error(s) and replot the
points so that they lie on the correct straight line.

Join the three points that you plotted in part (€)

with a straight line. This is the best-fitting line for
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(9)

(h)

(i)

the scatterplot as provided by linear regression, and

is called the “least-squares’ line. (This line is de-

fined in appendix D). Compare the least-squares

line with the line you fitted by eye in part (a).

Some statistical packages can automatically draw

the least-squares straight line on a scatterplot. If

your package can do so, have it redraw the scat-
terplot with the least-squares straight line shown on
the scatterplot.

Use the least-squares line on the scatterplot to

predict the value of the course grade for a new

student in the population if that student does 100

hours of homework. You can use the following

procedure to make the prediction:

i. Locate the point on the horizontal axis the rep-
resents the value of the hours of homework
done by the student. Call this point A.

ii. Draw avertical line from point A to intersect
the best-fitting line on the scatterplot and call
the point of intersection point B.

iii. Draw a horizontal line from point B to inter-
sect the vertical axis and call this point of in-
tersection point C. The predicted value of the
course grade for the student is equal to value
represented by point C on the vertical axis of
the scatterplot.

Find the statistic in the computer output labeled the

“standard error (of the predictions)”. (Some pack-

ages call this statistic the “standard error of the es-

timates’, the “Root MSE” [square root of the mean
squared error] or “s’.) The standard error of the
predictions is measured in the same units as the
predictor variable. In observational research pro-
jects, if certain assumptions are satisfied, then
twice the standard error of the predictions dightly
underestimates the size of a 68 percent confidence
interval (centered on the predicted value) for indi-
vidual predictions of the value of the response
variable. (The assumptions are that [1] the predic-
tions are made for members of the same population
who participated in the research project, [2] the
relevant underlying assumptions of the statistical
procedure [i.e., linear regression] are adequately
satisfied, [3] a “sufficient” number of entities par-
ticipated in the research project, and [4] al the
relevant conditions in the prediction situation are
the same as the conditions of the research project.)
That is, if the least-squares line is used to make
predictions of grades for new students (and if al
the assumptions are satisfied), then we can expect
dlightly fewer than 68 percent of the predicted
grades to be no more than the size of the standard
error away from (above or below) the correspond-
ing true measured course grades for the students.

The standard error of the predictions is a rudimen-
tary method for estimating prediction accuracy.
More sophisticated methods are described by Hahn
and Meeker (1991).

2. Refer to the scatterplot that you printed for exercise 4 in
subsection 7.9. A straight line can be drawn on this
scatterplot through the centers of the two vertica
clouds of pointsin order to summarize the relationship
between the two variables.

(@

(b)

(©)

(d)

Use aruler to draw on the scatterplot what appears
to be the best straight line through the points to
summarize the relationship between the amount of
the drug received and the drop in blood pressure.
NOTE: It may be presumptuous to assume that a
straight line is appropriate for the relationship be-
cause we have no data between the two values of
the predictor variable. (For example, we have no
data for values of the drop in blood pressure when
patients receive 50 milligrams of the drug each
day.) Nevertheless, since a straight line is the
simplest case, we shall invoke the principle of
parsimony and assume that a straight line is appro-
priate until evidence to the contrary is brought
forward in other research.

If we assume that a straight line is appropriate, we
can use the model equation as described in part (b)
of exercise 1 to summarize the relationship. Use
the linear regression program in your statistical
package to analyze the data underlying the scat-
terplot and find the estimates for the parameters b,
and b, of the least-squares straight line in the out-
put from the program.

Write the model equation for the relationship be-
tween the amount of the drug received and the
drop in blood pressure as it is written in part (b) of
exercise 1 except use the actual numerical values
of b, and b, in the equation (as you obtained in
part (b) immediately above) instead of b, and b,.
Use the equation you wrote in part (c) to predict
the drop in blood pressure for a patient in the
population for whom the amount of the drug re-
ceived is zero milligrams per day. Use the equa-
tion to predict the drop in blood pressure for a pa
tient in the population for whom the amount of the
drug received is 100 milligrams per day.

NOTE: The foregoing two predictions are not
based on the assumption that a straight line is ap-
propriate for the data because (since they use the
same values of the predictor variable as were ac-
tually used in the experiment) these two predic-
tions are based directly on the results of the ex-
periment (as opposed to being based on
“interpolation” or “extrapolation” of the results on
the basis of the best-fitting line).



(e) Plot the two predicted values you obtained in part

(d) on the scatterplot. [Use the plotting procedure
in exercise 1 (e).] On the basis of the results of the
experiment, these two points are the best predic-
tions for the drop in blood pressure for patients in
the population who receive (under circumstances
similar to those of the experiment) the respective
amount of the two amounts of the drug used in the
experiment.
NOTE: Itis, of course, to be expected that each of
the two predictions lies in the middle of its associ-
ated cloud of points. In fact, the prediction algo-
rithm works in such a way that each of these least-
squares predictions is (regardless of what numeri-
cal values appear in table 4) simply equal to the
average of the drops in blood pressure for the sub-
set of patients in the research project who received
the associated amount of the blood pressure drug.
More generaly, in actual experiments (but not in
observational research projects) the mathematically
“best” predictions (provided certain often-satisfi-
able assumptions are adequately satisfied) are
simply group averages. Therefore, we often need
not generate model equations in experiments in or-
der to make predictions. Instead, (once we have
verified that a relationship is present) we can sim-
ply predict using the appropriate group averages.
A model equation was generated in this exercise to
illustrate how the procedures for making standard
predictions from observational data and the proce-
dures for making standard predictions from ex-
perimental data are, although often implemented
differently, effectively equivalent. These equiva-
lent procedures are part of a broad set of methods
for studying relationships between variables that
are based on a “general linear model” (equation).
Theterm “linear” is used to indicate that the meth-
ods are based on “straight line” relationships, al-
though extensions to the methods allow them to ef-
fectively deal with a wide variety of nonlinear re-
lationships.

(f) Find the statistic in the computer output labeled the
“standard error (of the predictions)” or labeled with
one of the other names listed in exercise 1 (i). As
always, the standard error of the predictions is
measured in the same units as the predictor vari-
able. However, in the case of the experiment,
twice the standard error is a good estimate of the
size of a 68 percent confidence interval (centered
on the predicted value) for individual predictions
of the drop in blood pressure for new patients pro-
vided the conditions specified in exercise 1 (i) are
satisfied, and provided that the new patients are
administered one of the two amounts of the blood
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pressure drug that were used in the experiment.
That is, if we administer one or the other of the
two amounts of the drug to new patients from the
population (and if the conditions are satisfied),
then we can expect that roughly 68 percent of the
predictions of the value of the drop in blood pres-
sure for the new patients will be no more than the
size of the standard error away from (above or be-
low) the corresponding true measured values of the
drop in blood pressure for the patients.

12. MISCELLANEOUS TECHNIQUES
The preceding three sections respectively describe

statistical techniques for detecting relationships between
variables, illustrating relationships between variables, and
making predictions or exercising control on the basis of
relationships between variables. A fourth group of statis-
tical techniques for studying relationships between vari-
ables consists of various less-frequently-used but some-
times valuable techniques. For example:
« Techniques are available to perform (multiple) compari-
sons of

the average(s) of the values

of aresponse variable
for one or more (sets of) values
of the predictor variable(s)
against
the average(s) of the values
of the response variable
for one or more other (sets of) values

of the predictor variable(s).
These comparisons help us to determine whether the dif-
ferences between the averages are greater than could be
expected by chance, assuming that there is no relation-
ship between the response variable and the predictor
variables. These techniques help to illuminate particular
aspects of the overall relationship between variables that
we are studying.
Techniques are available to calculate estimates of the
“proportion of the variation” in the values of a response
variable in a relationship that can be associated with
“variation” in the values of one or more predictor vari-
ables (called “variance component analysis’).
Similarly, techniques are available to calculate measures
of the “strength” of a relationship between a response
variable and one or more predictor variables (e.g., acor-
relation coefficient).
Techniques are available to test hypotheses about the
values of the parameters in a model equation.
Similarly, techniques are available to calculate confi-
dence intervals for the estimates of the values of the pa-
rametersin a model equation.
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13. THE ORDER OF USING THE TECHNIQUES

The preceding four sections discussed four groups of
statistical techniques for studying relationships between
variables. This raises the following question: If we are
studying a relationship between variables, is there a pre-
ferred order of using the four groups of techniques?

The answer is that we should first use appropriate
techniques to detect whether there is a relationship be-
tween the variables. Detecting should come first because
the other techniques are mostly based on the assumption
that thereisarelationship. Thususually it isill-advised to
attempt to use any of the other techniques on a set of data
unless we have first detected clear evidence of a relation-
ship between the variables in the data.

Second, if we have detected a relationship between
variables, we should next use appropriate techniques to
illustrate the relationship because illustrating a relation-
ship will amost always help usto understand it.

Third, once we have detected and illustrated a rela-
tionship between variables, we are then often interested in
deriving a method that will allow us to accurately predict
or control the values of the response variable in new enti-
ties in the population on the basis of the values of the
predictor variablesin the entities.

14. THE ITERATIVE NATURE OF SCIENCE

After we have carried out one or more of the four
groups of techniques for studying relationships between
variables (and if we have found new information about a
relationship between variables), we will have advanced
our knowledge of relationships between variables in some
area of experience. However, such advancement is almost
never an end point. Instead, we usually wish to refine our
knowledge of a relationship, often by involving more
predictor variables in the relationship or by exploring the
relationship when different values of the predictor vari-
ables are used. Scientific research is thus highly iterative
(Box and Draper 1987, sec. 1.3).

15. SUMMARY AND NEXT STEPS

This paper has introduced the entity-property-rela-
tionship approach to science and statistics. We began by
discussing the concepts of entities, properties of entities,
and values of properties of entities. Then we discussed a
main goal of science, which is to predict and control the
values of properties of entities. The concept of a relation-
ship between properties of entities was introduced next as
a key to predicting and controlling the values of proper-
ties. Finally, four groups of statistical techniques were
introduced to help study relationships between properties:
- techniques for detecting relationships between properties
- techniques for illustrating relationships between proper-

ties

- techniques for predicting and controlling the values of

properties, and
« miscellaneous techniques for studying relationships be-
tween properties.

In order to provide an overview of the use of statisti-
cal techniques in scientific research, the discussion in this
paper has sometimes been at an abstract level. If you wish
to reinforce the concepts, it is recommended that you now
study specific stetistical methods that perform the four
groups of techniques. For maximum practical understand-
ing, it is recommended that you seek discussions of the
methods that focus on solving readlistic scientific prob-
lems.

APPENDIX A: GENERALIZATIONSOF THE
CONCEPT OF NULL HYPOTHESIS

Scientists sometimes usefully extend the concept of a
null hypothesis to include statements that claim there is no
relationship in entities between a response variable and
one or more predictor variables beyond some already-ac-
cepted relationship. If (as is often the case) the response
variable under study is a continuous numeric variable, this
type of null hypothesis can be easily trandated into a
standard hypothesis of “no relationship between variables’
by “transforming” the values of the response variable.
Under the transformation, the new value of the response
variable for an entity is the residual obtained by subtract-
ing the predicted (by the already-accepted model equa-
tion) value of the response variable for the entity from the
observed value of the response variable for the entity. If
we wish to reject a null hypothesis of this type, we must
find reliable evidence of a relationship between the new
transformed (residual) variable and the predictor vari-
able(s).

We can usefully extend the concept of a null hy-
pothesis still further to include all statements that claim
that some entity or type of entity does not exist. Examples
of such statements include statements of the non-existence
of a particular relationship, or the non-existence of a dif-
ference between some population parameter and some
constant, or the non-existence of nineteenth-century sci-
ence's “luminiferous ether”.

Of course, (provided, as usual, the “size” of the entity
is not stated), even if a particular null hypothesisis true, it
is impossible to prove conclusively that the hypothesis is
true because it is impossible to prove conclusively that
some entity that is logically possible does not exist. (It is
interesting to note that the preceding sentence, being itself
anull hypothesis, is also impossible to prove true.) On the
other hand, if we look and succeed in reliably finding one
or more instances of a particular type of entity, it clearly is
possible to empirically prove, beyond a reasonable doubt,
that that particular entity or type of entity (e.g., a particu-
lar relationship between variables) does exist. As dis-
cussed in subsection 9.2, the principle of parsimony im-
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plies that we should begin the study of some phenomenon
by assuming the simplest possible situation, which
amounts to assuming various (unprovable) null hypotheses
about the phenomenon. We can then perform research
projects that attempt to refute these null hypotheses and
thereby obtain knowledge about the phenomenon. This
knowledge helps us to understand the external world.

APPENDIX B: FACTORS THAT AFFECT
THE POWER OF STATISTICAL TESTSFOR
DETECTING RELATIONSHIPS
BETWEEN VARIABLES

Given our interest in detecting relationships between
variables, it is useful to identify those factors that we can
control in a research project in order to maximize the
power of the statistical tests for detecting relationships.
Some of these factors follow:
« Predictor Variables Measured. Power depends on how
many of the variables related to the response variable
are actually measured in a research project. (Often sev-
eral relevant predictor variables are omitted from a
research project because scientists are either unaware
that these variables exist, or they are unaware that these
variables are related to the response variable.) The more
relevant predictor variables that we include in the
analysis of a research project, the more powerful the
stetistical tests. (A predictor variable is “relevant” if it
is at least partially independent of the other predictor
variablesin the research project and if the strength of the
relationship between the response variable and this pre-
dictor variable is high enough that its inclusion in the
analysis causes power to increase.) On the other hand,
including irrelevant predictor variables in the analysis of
the results of aresearch project usually causes the power
of the statistical teststo slightly decrease.
Broadness of Variation in the Relevant Predictor Vari-
ables. Power depends on the amount of variation in the
values of the relevant predictor variables. Within the
range of values of the predictor variables in which a re-
lationship is “jointly monotonic” (which is often a rela-
tively broad range), the broader the variation in the val-
ues of the relevant predictor variables in a research pro-
ject, the more powerful the statistical tests.
Choice of the Number of Values for Each Relevant Ma-
nipulated Predictor Variable. As noted at the end of
subsection 7.9, if we manipulate the values of one or
more of the predictor variables in a research project, the
research project is called an experiment. In any experi-
ment we must choose the number of values that we wish
to cause each manipulated predictor variable to assume.
Generally, for afixed range of values in which the rela-
tionship is monotonic, the fewer (to a minimum of two)
values that we cause a manipulated predictor variable to
have in an experiment, the more powerful the statistical

tests for relationships between this predictor variable
and the response variable.

Sample Sze. Power depends on the number of entities
in the sample in which we measure the values of the
variables. Generally, the more entities in the sample,
the more powerful the statistical tests.

Frequency of Measurement. Power depends on the
number of times that we measure the response variable
and the relevant predictor variables in each entity in the
sample. Generally, the more times we measure the set
of variables in each entity (especially if the predictor
variables are allowed or caused to vary broadly within
each entity), the more powerful the statistical tests.
Value Allocation. Power depends on how the different
values of the relevant predictor variables are allocated to
the different instances of measurement in the research
project, as determined by the details of the design of the
research project. Generally, the more “balanced” the
alocation of the different (combinations of) values of
the relevant predictor variable(s) to the different in-
stances of measurement, the more powerful the statisti-
cal tests.

Smilarity of Conditions. Power depends on the similar-
ity of the conditions under which the different entitiesin
the sample participate in the research project. (Here,
“similarity of conditions’ means similarity across the re-
search project of the values of variables that are not
predictor variables in the research project.) Generally,
the more similar the conditions throughout the research
project, the more powerful the statistical tests. (Power
usually increases with similarity of conditions because
similar conditions imply that the values of relevant un-
measured predictor variables are more likely to be
similar across the research project, thereby reducing the
size of the “error term” in the statistical tests, and
thereby increasing the power.)

Homogeneity of Sample. Power depends on how similar
the entities in the sample are to each other. Generaly,
the more similar the entities (i.e., the more homogene-
ous the sample), the more powerful the statistical tests.
(Power usually increases with homogeneity because
highly similar entities are usually also similar in the val-
ues of relevant unmeasured predictor variables, thereby
reducing the size of the error term.) Choosing highly
similar entities for participation in aresearch project isa
reasonable research strategy for increasing power, al-
though it does have one drawback: If we find a
relationship then, strictly speaking, we can only general-
ize the relationship to the population of (highly similar)
entities from which we selected the sample, rather than
to a more general population of entities. However, this
loss of generality is sometimes acceptable in order to in-
crease the likelihood of finding a relationship. Once we
have found a useful relationship, we can then, if neces-
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sary, do further research to examine its generality.
Choice of Statistical Test. In some research situations
more than one statistical test can be validly used to ook
for evidence of a particular type of relationship between
the response variable and a set of predictor variables.
(Formally, to minimize the false alarm error rate, in any
particular research project and for any particular type of
relationship being sought in that research project—e.g.,
a two-way interaction—we should usually use only one
of the available tests.) Generally, the different statistical
tests will have different powers, and generally one of the
available tests can be shown to have the highest possible
power for detecting the expected form of the relation-
ship.
Choice of Measurement Type. Methods for measuring
the values of variables in entities can be classified as
being either “continuous’ or “discrete”. (Continuous
measurement methods can theoretically return an un-
limited number of different values, whereas discrete
methods can return only a limited number of different
values, often less than ten.) Generally, in situations in
which we can measure the values of the response vari-
able or arelevant predictor variable with both a continu-
ous measurement method and a discrete measurement
method, the most powerful available statistical test using
the continuous method will be more powerful than the
most powerful available test using the discrete method.

« Measurement Accuracy. Regardless of whether we use
continuous or discrete measurement methods, power de-
pends on the accuracy (reliability) of the methods we
use to measure the values of the response variable and
the relevant predictor variables. Generally, the more ac-
curate the measurement methods, the more powerful the
statistical tests.

« Choice of Critical p-Value. Power depends on the value
we choose for the critical p-value: the higher the critical
p-value, the more powerful the statistical tests. Of
course, we are generally not free to set the critical p-
value to an arbitrarily high value (e.g., .5) because this
causes a high rate of false alarms. Instead, as noted in
subsection 9.4, many scientists find it reasonable to
consistently use a critical p-value of .05 or .01.

Further discussion of these and other factors that af-
fect the power of statistical tests is given in many of the

works listed at the end of subsection 11.1.

APPENDIX C: MULTI-HYPOTHESIS
RESEARCH PROJECTS
Rather than having a single clear hypothesis (or a
very few clear hypotheses) to test, some research projects
are designed to test for the existence of many possible re-
lationships between one or more response variables of in-
terest and perhaps hundreds of predictor variables. For
example, in medical screening for the effects of new drug

compounds, hundreds of different compounds may be
tested in different parallel experiments to see if any of
these compounds have an effect on several important re-
sponse variables. We shall call these research projects
“multi-hypothesis’ research projects because they use
many statistical tests to test many different hypotheses.

Now, if we use a critical p-value of, say, .05 in a
multi-hypothesis research project, then in five percent of
the statistical tests in which there is no relationship we
will erroneously conclude that the relationship exists.
Therefore, because so many hypotheses are being tested,
we are almost sure to commit some false alarm errors.
Therefore, most statisticians and researchers feel that in
this situation the usual decision rule istoo lax. Therefore,
statisticians have defined procedures to tighten the criteria
for the conclusion that a relationship exists in multi-hy-
pothesis research projects. The procedures are discussed
under the headings of multiple comparisons, simultaneous
inference methods, multiple testing, and multiplicity.
Hochberg and Tamhane (1987), Miller (1981), and Tukey
(1993) discuss these procedures, which amount to various
ways of effectively lowering the critical p-value for ac-
cepting the existence of arelationship.

Although these procedures are sometimes useful, a
problem with them is that they severely diminish the
power of the statistical tests for detecting relationships.
Thus some scientists adopt another approach, which does
not diminish the power of the tests and which is often
relatively easy to implement in a multi-hypothesis re-
search project. The approach is simply to independently
repeat any portion of the research project in which a p-
value of less than, say, .05 is obtained for a relationship.
And (provided that the number of repeated research pro-
jects is not excessive) if a p-value for the relationship of
less than .05 is validly obtained in the repeated version of
a research project, it is then quite reasonable to conclude
that the associated relationship between variables prob-
ably existsin the population.

APPENDIX D: CHOOSING THE VALUESOF THE
PARAMETERSIN THE MODEL EQUATION
WHEN THE RESPONSE VARIABLE
ISCONTINUOUS

The response variable in a research project is often
continuous—that is, it can theoretically have any value
within some continuous range of numerical values. When
the response variable in a research project is continuous,
most approaches that are designed to minimize errors in
predictions work by choosing the values of parameters in
the model equation so as to mathematically minimize the
sum (across all the residuals—defined in subsection 11.1)
of the values of some monotonically increasing function
of the absolute size of the residuals. One popular function
is the absolute value function itself, as proposed by Bo-
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scovich in the middle of the eighteenth century (Eisenhart,
1961). Another popular function is the squaring function
(“least sguares’), as proposed by Gauss and Legendre at
the beginning of the nineteenth century (Plackett, 1972).
The absolute value function has the advantage of appro-
priately assigning “outliers’ less relative weight than the
squaring function when determining the estimates of the
values of the parameters. However, the squaring function
has the advantages of being mathematically easier to deal
with, and (under often-satisfiable assumptions) it mini-
mizes the “variance” of the predictions made by the model
equation. (However, despite the high level of acceptance
of variance as a measure of spread [with the acceptance
probably mainly due to the high mathematical tractability
of variance and related concepts], the use of variance as a
measure of spread is, athough reasonable, arbitrary.)
Once the form of the model equation is chosen, and once
the appropriate function of the residuals is chosen, it is a
simple exercise in elementary calculus or computer itera-
tion to derive the estimates of the values of the parame-
ters. Draper and Smith (1981, sec. 1.2) describe the calcu-
lus for a commonly-used approach.

APPENDIX E: FACTORSTHAT AFFECT

PREDICTION AND CONTROL ACCURACY

For economy of expression, this appendix uses the
concept of prediction to stand for the concept of predic-
tion or control.

When we use statistical prediction methods we usu-

ally want the predictions to be as accurate as possible.
Therefore, it is useful to identify the factors we can con-
trol in a research project to maximize the accuracy of any
subsequent predictions we attempt on the basis of a rela-
tionship between variables discovered in the research
project. Some of the factors that affect prediction accu-
racy follow:
+ Representativeness of Sample. Generally, the more rep-
resentative the sample of entities in the original research
project is of the population for whom we wish to make
predictions, the more accurate the predictions. We can
maximize the representativeness of a sample by using a
random sampling technique to select the sample from
the population.
Predictor Variables Measured. Generally, the more
relevant predictor variables we measure in the original
research project (assuming, of course, that we measure
the same predictor variables with the same measurement
methods in the prediction situation), the more accurate
the predictions.

- Sample Sze. Generally, the more entities in the sample
in the original research project, the more accurate the
predictions.

« Frequency of Measurement. Generally, the more times
we measure the values of the response variable and the

relevant predictor variables in each entity in the original
research project, the more accurate the predictions.
Manipulation. When designing a research project we
can choose either (a) to simply observe the values of the
predictor variables in the entities in the research project
or we can choose (b) to actively manipulate the values
of some, or all, of the predictor variables in the entities.
If we wish to learn how to control the values of the re-
sponse variable in new entities (as opposed to merely
learning how to predict the values), it is useful to ma-
nipulate the predictor variables because control capabil-
ity cannot be assured without manipulation. Manipula-
tion of predictor variables in experiments is discussed
further in books about experimental methods and by
Macnaughton (1996b, chap. 4).

Value Allocation. Generally, the more balanced the al-
location of the different (combinations of) values of the
relevant predictor variable(s) to the different instances of
measurement, the more accurate the predictions will be
overall.

Smilarity Between Research Stuation and Prediction
Stuation. Prediction accuracy depends on the similarity
between (a) the values of the relevant predictor variables
(including both measured and unmeasured variables) in
the original research project and (b) the values of the
same predictor variables in the situation in which the
predictions will be made. Generally, the more similar
the values of the relevant predictor variables in the two
situations, the more accurate the predictions. We can
maximize this similarity by making all the physical
conditions in the original research project as similar as
possible to the conditions under which the predictions
will later be made. In an experiment (as opposed to an
observational research project), we can help to maxi-
mize the similarity between the experiment and the
prediction situation by using more than two values for
each manipulated predictor variable in the experiment.
In such cases, unless it is known that most predictions
will be made in a certain part of the range, it is often
best to spread the different values evenly throughout the
chosen range. (Although using more than two values for
a relevant manipulated predictor variable in an expe-
riment may increase prediction accuracy, using more
than two values will also usualy decrease the power of
the associated statistical tests, as noted in appendix B.
Thus in designing an experiment the researcher must
decide which is more important: prediction accuracy or
power of statistical tests. The necessity of this com-
promise sometimes leads researchers to use three values
for each manipulated predictor variable: two extreme
values and a “center point”.)

Confounding. Prediction accuracy can depend on the
amount of “confounding” between the relevant predictor
variables (both measured and unmeasured) in a research
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project. (Two predictor variables are confounded in a
research project if the values of the two variables are
allowed or caused to vary fully or partially “in step”
with each other in the entities in the research project.) If
two predictor variables are confounded, and if a rela-
tionship is found between the response variable and
these predictor variables, we may be unable to tell which
of the two predictor variables is more directly related to
the response variable. Thus if two predictor variables
are confounded in a research project, we may be unable
to tell which one is the better predictor of the response
variable (or whether some combination of the two vari-
ablesis best). In an observational research project, once
we have chosen the sample and the predictor variables
we usually do not have direct control over confoundings
between the predictor variables—we must take what we
get. On the other hand, in an experiment, we can
minimize the possibility of confoundings between pre-
dictor variables by (a) designing the experiment so that
there are no confoundings between any pairs (or larger
groups) of the manipulated (predictor) variables (i.e., by
ensuring that all the manipulated variables are caused to
vary independently of each other in the entities) and by
(b) randomly assigning the entities in the experiment to
the different treatment groups, thereby minimizing the
chance that confoundings will occur between the ma-
nipulated variables and other relevant variables. Fisher
identified the fundamental importance of random as-
signment of entities to treatment groups in experiments
(Box 1978, pp. 144-152).

« Choice of Measurement Type. Generally, in situationsin
which we can measure the values of a response or pre-
dictor variable with both a continuous measurement
method and a discrete measurement method, the most
accurate available predictions using the continuous
method will be more accurate than the most accurate
available predictions using the discrete method.

« Measurement Accuracy. Generaly, the more accurate
(reliable) the measurement methods for the response and
relevant predictor variables in the original research pro-
ject (assuming that we measure the same variables with
the same measurement methods in the prediction situ-
ation), the more accurate the predictions.

« Choice of Prediction Method. In some research situ-
ations more than one prediction method can be validly
used to predict the value of a response variable on the
basis of the values of a set of predictor variables. Gen-
erally, the different prediction methods will yield differ-
ent prediction accuracies, and generally, for a particular
prediction situation, one of the available methods can be
shown to be the most accurate.

Further discussion of these and other factors that af-
fect prediction accuracy is given in many of the works

listed at the end of subsection 11.1.
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